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ABSTRACT 

This paper introduces the Designersworkbench, a semi-immersive virtual environment for two-handed modeling, sculpting 
and analysis tasks. The paper outlines the fundamental tools, design metaphors and hardware components required for an 
intuitive real-time modeling system. As companies focus on streamlining productivity to cope with global competition, the 
migration to computer-aided design (CAD), computer-aided manufacturing (CAM), and computer-aided engineering (CAE) 
systems has established a new backbone of modern industrial product development. However, traditionally a product design 
frequently originates from a clay model that, after digitization, forms the basis for the numerical description of CAD 
primitives. The DesignersWorkbench aims at closing this technology or "digital gap" experienced by design and CAD 
engineers by transforming the classical design paradigm into its filly integrated digital and virtual analog allowing 
collaborative development in a semi-immersive virtual environment. This project emphasizes two key components from the 
classical product design cycle: freeform modeling and analysis. In the freeform modeling stage, content creation in the form 
of two-handed sculpting of arbitrary objects using polygonal, volumetric or mathematically defined primitives is emphasized, 
whereas the analysis component provides the tools required for pre- and post-processing steps for finite element analysis 
tasks applied to the created models. 
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1. INTRODUCTION 

As companies focus on streamlining productivity as a response to global competition, the migration to computer-aided design 
CAD, CAM and CAE systems has established a new backbone of modem industrial product development. Primarily driven 
by product quality, cost, and time-to-market considerations, most automotive and aerospace companies have heavily invested 
in the development and implementation of new virtual reality (VR) technology during the last five years. These newly 
created synthetic environments (SEs) have matured into valuable tools in the areas of human factors and usability studies, 
manufacturing, and simulation-based design. Until now, while immersive or augmented VR technology has been used by 
most of these applications to visualize, modify or interact with pre-defined data, its potential for actual content creation and 
integrated design tasks has been largely neglected. While most of these technological advances are of high benefit to the 
engineering and design community [2], they still lack some of the important visual and haptic features crucial to product 
development. A car design, for example, traditionally originates from a clay model, which, after digitization, forms the basis 
for a numerical CAD description in Bezier, B-spline, or NURBS format [7,23]. Furthermore, physical models, so called 
mock-ups, still play a key role in the areas of design evaluation and verification, introducing a discontinuity in the otherwise 
CAD-centered development cycle. On the other hand, the engineer eventually has to perform analysis tasks on the newly 
created model, which also can benefit from a 3D-enabled user interface for certain pre- and post-processing tasks. The 
DesignersWorkbench system is a collection of visualization, modeling and analysis tools [18,19,20] that aim at closing the 
technology gap experienced by design and CAD engineers by transforming the classical design paradigm into its fully 
integrated digital and virtual analog (Figure 1). The goal is to facilitate the cooperation between designer and engineer and to 
aid in streamlining design, analysis and testing phases. This is achieved by providing a real-time 3D semi-immersive design 
environment that supports modeling metaphors such as intuitive hand gestures and virtual tools for the creation and 





An object-oriented design approach was chosen, which treats every visual component within the VE as an object that can be 
freely positioned, manipulated, verified, analyzed and visualized. Special behavioral actions can be attached to any object and 
turn into a tool for the manipulation of other objects. Any regular non-static object within the scene graph can be directly 
accessed, manipulated and grouped. Non-static objects come without any attached constraints, whereas static objects come 
with a set of distinct attributes defining which manipulations and interactions are allowed within certain boundaries. These 
objects are of particular interest for industrial design since they preserve predefined design constraints. Once an object is 
created, its visual representation is added to a hierarchical scene graph. All visible objects contained in the scene graph can be 
selected and their properties visualized using a simple hand gesture. In order to allow intuitive object based modeling, the 
environment has to provide a basic set of controls, including: 

Object creation 
Object selection 
Object manipulation 
Object verification 
Object analysis 

In addition, accessibility controls for these operations have to be provided in the form of: 

Scenelobject navigation 
Virtualmenus 

Another important prerequisite was that an object design history must be accessible. This approach allows us to enable 
important features including undo and redo operations, but it also supports tracing of efficient artistic or engineering design 
patterns. 

1. Scene Navigation 
Using head tracking, the designer can study an entire model in a VE by simply moving hisher head or physically walking 
around the model. The navigation mode is enhanced in two different ways. By performing a pinch action the user can select 
and re-position an object by using either one of the data gloves. This mode, called object-navigation mode, allows the user to 
freely re-position and analyze the active object. If both gloves are pinching at the same time, the system switches into scene- 
navigation mode. The imaginary segment between the pinching points is used as a five-degrees-of-freedom manipulator. The 
length of this segment, i.e., the distance of the two picking points, controls the scale of the model. In the case that no object 
has been selected, the navigation action is applied to the entire scene, which, by definition, is just another object composed of 
a group of objects. This scheme also supports a user-defined level of accuracy in which finer or coarser levels of precision 
can be defined by scaling the workspace. This navigation scheme is intuitive and versatile, and new users are able to easily 
examine even complex scenes afier only a few minutes of practice. 

2. Virtual Menus 
Menus are a vital component of all modeling systems since they in general provide intuitive access to the available system 
functions. With the transition from a 2D to a 3D environment, a new set of VR input devices and consequently new concepts 
have to be implemented. Different solutions to this problem were proposed during recent years opting for either a direct port 
from the classical 2D menu to its 3D counterpart or new implementations designed specifically for 3D space [4]. Commonly 
observed problems are interference between the 3D menus and the scene and reaching sub-menu options in highly cascading 
menus. We distinguish between gesture-based trigger and invocation events that allow the user to activate and select from 
various menus. For the novice user, the “watch-menu” or “communicator-badge” option is supported, which displays the 
base menu as soon as the user pretends to check the time on hisher wristwatch. The menu is composed of 3D buttons 
assembled on a rectangular palette and is attached to the “watch” glove. Besides its clarity and accessibility, we choose this 
3D “palette” menu since its structure is well accepted in the design and engineering community. All the sub-menus pop up 
from the original palette in a different plane and can be accessed or closed with the other hand. Each plane defines a sub- 
menu level while the higher level is slightly faded to help the user focus on the selection. When working in a semi-immersive 
environment the menu has to be translated slightly to be visible and not obscured by the user’s hand. Following the original 
design philosophy, all menus are implemented as static-objects that can be translated, rotated and scaled as desired. The 
menu items can apply associated functionality to other objects when activated and be represented in either text, a graphical 
presentation of the associated function or a combination thereof (Figure 3). 









viewpoint-dependent adaptive meshes in real-time, subject to user-specified fiame rates andlor error bounds, is targeted for 
performance reasons. Additionally, the rising number of programmable force-feedback devices and decreasing cost promises 
even more intuitive interaction potential. As for most new technologies, the initial investment of resources is substantial, but 
the rapid development of graphics hardware gives reason to hope that this technology will be applicable to high-end PC 
systems within a few years. With increasing graphics system performance and the use of computer clusters for numerical 
simulation tasks we hope to be able to address the pressing performance issues on the analysis side. 
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